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[bookmark: OLE_LINK43][bookmark: OLE_LINK44]Abstract of the contribution: Time synchronization is the precondition to enable the support of TSN. This pCR proposes a solution for time synchronization within 5GS and with external timer, which provides the support for multiple time domains TSN.
1. Introduction
As required in SA1 TR22.804, time synchronization is an important service demanded by vertical applications such as Factories of the Future, PMSE and Electric Power Distribution. The TSN is targeted by 5G as the primary communication protocol from vertical industries to support, which includes its own time synchronization mechanism IEEE 802.1ASrev rooted from the IEEE 1588 PTP v2. 
Observation 1: The feature of multiple clock domains is natively supported by IEEE 1588 PTP v2 protocol with the 1-octet identifier “domainNumber” in PTP header. It can be expected that certain vertical applications demands this feature. In this sense, 3GPP should consider to develop the solution of supporting multiple external TSN clock domains.
It is expected that 5GS should behave as a TSN-compliant logic entity (e.g. bridge, link or certain form of integration) within a TSN network. Thus, 5GS should implement TSN deterministic transmission and synchronization functionalities between different ports located at UPF and UE (N6 and N60 interfaces). A physical TSN switching device is driven by its own internal clock/oscillator which provides common concept of time among its different ports. In this way, the relaying of synchronization with proper ingress/egress timestamping as well as residence time calculation / correction are made possible. 
Observation 2: Analogously, the 5GS as TSN-compliant logic entity should continue to developing its internal synchronization mechanism to achieve the common concept of time among different port at N6 and N60, which involves RAN synchronization between UE and gNB as well as the synchronization between gNB and UPF. 
Observation 3: The requirements on the synchronization between the 5GS internal clock and external TSN clocks in multiple domains depend on whether 5GS behave as transparent clock node or as boundary clock node in the TSN. There are significant differences in the complexities for supporting single clock domain or multiple clock domains with transparent clock or boundary clock.
This document will give some initial discussion on the synchronization of 5G internal clock and external clock with recommendation on how to support multiple external TSN clock domains.
2. Discussion
2.1 Differentiation of 5GS Internal Sync from External TSN Sync
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Figure 1 Differentiation of 5GS Internal Synchronization and External Synchronization for TSN

The key goal of 5GS internal synchronization is to achieve the common understanding of time among all the ports to external TSN network. The port-to-port synchronization among N6 and N60 interfaces is achievable if the UE, gNB and UPF are synchronized. In this way, the relaying of synchronization with proper ingress/egress timestamping as well as residence time calculation / correction are made possible.
· The high-accuracy time sync between UE and gNB is under study in RAN1 considering possible solution based on broadcast, unicast and timing advance mechanisms, etc.
· The sync between UPF and gNB can be based on the gPTP mechanism over N3 interface or individual synchronizations to an external TSN master clock. It is FFS if there is any special treatment within the scope of 3GPP.
· The grandmaster clock of 5GS could be located at gNB or UPF which may depends on whether external master clock comes from N6 or N60 interface and whether the internal clock needs to be coupled with external clock. 

2.2 Difference between Boundary Clock and Transparent Clock
[image: ]
[bookmark: _Ref529890721]Figure 2 Illustration of Transparent Clock Device
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[bookmark: _Ref529890718]Figure 3 Illustration of Boundary Clock Device
According to [3], there are two clock types in IEEE 1588, transparent clock and boundary clock which are illustrated in Figure 2 and Figure 3 respectively. The main difference between the two clock types are summarized in Table 1. Particularly when multiple time domains need to be supported, the boundary clock need to handle the conversion from its own internal clock to multiple external clocks which are different in frequency and time offset. On the contrary, for any time domain, a transparent clock only needs to measure port-to-port delay of each PTP sync message, called residence time.
	Clock Type
	Transparent Clock
	Boundary Clock

	Internal clock locked to an upstream master clock
	No
	Yes

	Act as master to downstream nodes
	No
	Yes

	Generate new PTP sync (& follow_up) messages
	No
	Yes

	Pass through PTP messages
	Yes
	No

	Correction with residence time
	Yes
	No




2.2 Discussion on 5GS as Transparent Clock or Boundary Clock
Case 1: 5GS as Transparent Clock – Solution #17, #19
The transparent clock is a multi-port device which behaves neither as a Master nor a Slave clock but a time-aware relay between any pair of two ports, forwarding and correcting all PTP Messages. The correction achieved by addition of the residence time within the relay into the “correctionField” within the header of the PTP message. For the peer-to-peer transparent clock, the relay also add the measured peer-to-peer link delay to the “correctionField”, which is however out of the scope of 3GPP. When 5GS behaves as the transparent clock, there is no need to couple the 5GS internal clock to external TSN clock. The internal clock is only needed for achieving port-to-port determination of the residence time within the 5G logic TSN entity while the absolute value of the internal time is generally meaning less.
There are two possible ways of determining the residence time: 
· 1a: relying on the 5G QoS model to achieve a fixed residence time between a pair of ports which is basically the 6.17 Solution #17 in [2].
· 1b: Certain mechanism of signaling ingress or egress timestamps for measuring the residence time of each PTP message

As a transparent clock, the 5GS doesn't need to be synchronized with any external clock and can transparently and straightforwardly support multiple external clock domain without special design. Besides, the clock mismatch between internal clock and external clock may no need to be treated since it only gives negligible impact to the measurement of residence time. For example, assuming 1ppm clock mismatch and 1ms of residence time, the error in the worst case is only about .
If the external clock domain’s timescale differs from that of internal clock (normally nanosecond), the conversion function is needed for proper interpretation in the “correctionField” of the PTP message header.


[image: ]
Figure 4 5GS as Transparent Clock

Case 2: 5GS as Boundary Clock – Solution #11
A boundary clock is a multi-port device that can be either a Master or Slave clock. When 5GS implements boundary clock, it needs to synchronize its internal clock to an external master clock from a slave port, and relay the synchronization to other port(s) providing master clock to external devices. 
The difference from transparent clock is that the PTP message doesn’t need to be forwarded through the 5GS from slave to master port and the master port can actively send out PTP message to its downstream devices based on the condition that the 5GS internal sync has already established the common concept of time between different ports.
This mechanism can be further discussed in single-domain and multiple-domain cases:
· 2a: When only a single external clock domain needs to be supported, this mechanism may provide the easiest solution:
· The 5GS internal clock synchronizes with a single external TSN clock over N6 or N60 interface
· The 5GS internal clock maintains the synchronization among UE, gNB and UPF
· The determination of residence time doesn’t need to be treated
· It is basically the proposal of Solution #11 Option 3 in [2]
· 2b: when multiple external clock domains need to be supported, the boundary clock based solution can become much more complex
· A conversion functionality between the 5GS internal clock and multiple external master clock should be established and applied at each 5GS master port for recreating the masters for different clock domains. At least time offset and frequency offset between the internal clock to different external clock should be converted.
· Due to mismatch between 5GS internal clock and different external master clocks in terms of different epoch, time scale and clock drift, such a conversion functionality may become complex and require frequent E2E update.

[image: ]
Figure 5 5GS as Boundary Clock

The summarized comparison is given in Table 1, which indicates that the 5GS acting as transparent clock is the least complex solution for supporting TSN synchronization in multiple clock domains. Besides, the complexities of transparent clock approach for both cases of single and multiple clock domains are the same. Therefore, we give the following proposals:
· Proposal 1: Prioritize the transparent clock approach for supporting external TSN synchronization in SA2, due to its simplicity and scalability to the case of multiple clock domains
· Proposal 2: Continue to develop solutions for achieving 5GS internal synchronization between UE and UPF as well as between UE and UE

[bookmark: _Ref529422234]Table 1 Comparison of Boundary and Transparent Clock for Supporting Single or Multiple TSN Clock Domains
	Time Sync Solutions in TS23.734
	Key Idea
	Complexity
	Precision

	
	
	Single Clock Domain
	Multiple Clock Domain
	

	6.11 Solution #11 Options for time synchronization using TSN (key issue 3.2) (Option 3) (Nokia)
	· Prefer boundary clock over transparent clock
· avoid PTP message pass through 5GS
· Avoid the handling of residence time in PTP message
	Low
(No signaling needed)
	High
(Extra functionality of converting between 5GS clock to multiple external clocks & the signaling are needed)
	Suffer from both external sync error and internal sync error

	6.17 Solution #17: Deterministic Delay QoS Class for Time Synchronization Support of 3GPP Network (Samsung)
	· PTP message pass through 5GS with fixed delay, basically, a transparent clock approach
· Link Model: The QoS class gives deterministic and symmetric air delay and backhaul delay
· Bridge Model: The QoS class gives deterministic air delay and backhaul delay for Bridge Model.
· QoS factors: Target Delay, Loss Tolerance, Priority
	Middle
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. It rely on new QoS class and new procedure for achieving fixed delay.)
	Middle 
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. It rely on new QoS class and new procedure for achieving fixed delay.)
	Suffer from internal sync error only

	6.19 Solution #19: Time synchronization between UE and TSN (Huawei)
	· 5GS acts as a TSN bridge clock differentiating its independent internal clock to external clocks, basically, a transparent clock approach
· Rely on PTP 3-way handshake between UPF & UE for PDU layer and PDCP layer delay measurement
· How to maintain the symmetric delay demanded by PTP mechanism? 
· PDCP ends at gNB not UPF
	Middle
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. Two transport layer timestamps need to be signaled.)
	Middle 
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. Two transport layer timestamps need to be signaled.)
	Suffer from internal sync error only

	This Proposal
	· 5GS as transparent clock differentiating its independent internal clock to external clocks
· Option A: relying on the 5G QoS model to achieve a fixed residence time between a pair of ports (similar to Solution #17)
· Option B: Certain mechanism of signaling ingress or egress timestamps for measuring the residence time of each PTP message
	Middle to Low
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. Only one timestamp (ingress or egress) needs to be signaled.)
	Middle to Low 
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. Only one timestamp (ingress or egress) needs to be signaled.)
	Suffer from internal sync error only
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3. Proposal
 It proposes to add the following texts into TR 23.734.
***** BEGIN 1st CHANGE *****
[bookmark: _Toc324232212][bookmark: _Toc326248708][bookmark: _Toc519346075][bookmark: _Toc519346128][bookmark: _Toc528790755]5.3.2	Key issue #3.2: Time synchronization aspect
[bookmark: _Toc528790756]5.3.2.1	Description
TR 22.821 [7] describes a use case for factory automation in clause 5.17 and corresponding performance requirement in clause 5.21.
Factory Automation applications have stringent requirements on latency, jitter and error rate. Among these requirements, time synchronization is the pre-condition to achieve deterministic packet delivery.
Besides that, time synchronization is also used for other use cases such as defined in TR 22.804 [6], clause 5.6.5, Smart Grid: synchronicity between the entities.
This key issue is to study:
-	How the 5G system achieves time synchronization for the devices connected to the 3GPP network, to meet the requirement defined by SA WG1.
-	How the 5G system achieves time synchronization between the devices connected to the 3GPP network and external time-sensitive network to meet the requirement defined by SA WG1.
-	Can it be assumed that all UEs connected to the 5G system need to be synchronized to the same time source?
-	What is the complexity of supporting 802.1AS operation via the transport of 802.1AS messages over the 5G system (analysis requires work in RAN WGs also)?
-	What is the complexity of signalling precise timing to the UE via 5G air interface signalling (analysis primarily requires work in RAN WGs)?
-	How 5GS should support the synchronisation in multiple time clock domain which is a native feature of IEEE 1588 PTP protocol and demanded by vertical industries?
***** BEGIN 2nd CHANGE *****

6	Solutions
6.X	Solution #X:  TSN Time Synchronization Considering Multiple Clock Domains
6.X.1	Introduction
This solution addresses key issue #3.1 System Enhancements to support Time Sensitive Networking (TSN) and #3.2 Time synchronization with particular consideration in supporting multiple TSN clock domain. The proposal is based on the following observations:
· The feature of multiple clock domains is natively supported by IEEE 1588 PTP v2 protocol with the 1-octet identifier “domainNumber” in PTP header. It can be expected that certain vertical applications demands this feature. In this sense, 3GPP should considerto develop the solution of supporting multiple external TSN clock domains.
· For supporting TSN synchronization, 5GS should act as a TSN-compliant entity which could be either a transparent clock node or a boundary clock node
· Such an entity (typically as a TSN bridge) is driven by its own internal clock/oscillator which provides common concept of time among its different ports. In this way, the relaying of synchronization with proper ingress/egress timestamping as well as residence time calculation / correction are made possible. Analogously, the 5GS as TSN-compliant logic entity should continue to developing its internal synchronization mechanism to achieve the common concept of time among different port at N6 and N60, which involves RAN synchronization between UE and gNB as well as the synchronization between gNB and UPF. 
· The requirements on the synchronization between the 5GS internal clock and external TSN clocks in multiple domains depend on whether 5GS behave as transparent clock node or as boundary clock node in the TSN. There are significant differences in the complexities for supporting single clock domain or multiple clock domains with transparent clock or boundary clock.
· In a boundary clock node, the PTP message doesn’t go through the node from one port to another. Instead the TSN node need to synchronize its internal clock to external upstream master’s clock from a slave port and act has a master clock to downstream slave clock. For supporting multiple clock domain, the boundary clock node needs to maintain the mapping of its internal clock to multiple external clocks, which needs continuous tracking and signaling of time and frequency offsets leading to complex solution.
· As a transparent clock, the TSN node need to measure the port-to-port delay during which a PTP message stays in the node, which is called residence time. It is added into the “correctionField” within the header of the PTP message which travel through the node. Since only residence time is treated, there is no extra complexity for supporting multiple clock domains
· A transparent clock doesn't need to be synchronized with any external clock and can transparently and straightforwardly support multiple external clock domain without special design. Besides, the clock mismatch between internal clock and external clock may no need to be treated since it only gives negligible impact to the measurement of residence time. For example, assuming 1ppm clock mismatch and 1ms of residence time, the error in the worst case is only .

Based on the above observations, we propose to focus on the transparent clock approach for 5GS to support synchronization in multiple clock domains. The key ideas are:
· 5GS acts as transparent clock with independent internal clock achieving common concept of time between UEs and UPF as well as among different UEs. In this way, the one-way measurement and control of the E2E delay are made possible.
· Based on the internal synchronization, the 5GS transparently pass the external PTP message through and makes proper correction of the PTP header’s “correctionField” with the known residence time.

6.X.2 Detailed Method
[image: ]
Figure 6.X.2-1 5GS as Transparent Clock
The transparent clock is a multi-port device which behaves neither as a Master nor a Slave clock but a time-aware relay between any pair of two ports, forwarding and correcting all PTP Messages. The correction achieved by addition of the residence time within the relay into the “correctionField” within the header of the PTP message. For the peer-to-peer transparent clock, the relay also add the measured peer-to-peer link delay to the “correctionField”, which is however out of the scope of 3GPP. When 5GS behaves as the transparent clock, there is no need to couple the 5GS internal clock to external TSN clock. The internal clock is only needed for achieving port-to-port determination of the residence time within the 5G logic TSN entity while the absolute value of the internal time is generally meaning less.
There are two possible ways of determining the residence time within a logic transparent clock node implemented with 5GS: 
· Solution #X.1: relying on extending the 5G QoS classes to achieve a fixed residence time between a pair of ports, which is illustrated in Figure 6.X.2-2. 
This option is basically similar to Solution #17, which demands newly defined deterministic delay QoS class including parameters of target delay, loss tolerance and priority as well as the new setting-up procedures illustrated in Figure 6.17.2-1.
· Solution #X.2: Explicit signaling of ingress or egress timestamps for measuring the residence time of each PTP message.
In this option, the complexity of defining new QoS class and its procedures are avoided. Instead, simple signaling of a timestamp can achieve the same goal of acquiring the residence time. There are two options:
· Solution #X.2A: Explicit signaling of the ingress time t0 , which is illustrated in Figure 6.X.2-3
· Solution #X.2B: Explicit signaling of a targeted egress time t1 , which is illustrated in Figure 6.X.2-4
In this option, the maximum E2E transport delay between ingress and egress entities should be known by the ingress entity beforehand from the PDB. The egress time t1 should be determined on condition t1 – t0 > TT in order to accommodate the processing delay within ingress node and egress node

There could be multiple methods for signaling the ingress or egress timestamp in Solution #X.2:
· Signaling Method 1: Directly concatenating the ingress/egress timestamp with the original PTP message to form a PDU packet which can be delivered between UE and UPF within a PDU session. 
· Signaling Method 2: Generating an extra PDU following the PDU carrying PTP message
· Signaling Method 3: Considering to utilize the optional field of GTP header and dedicated PDCP SDU
The optimal signalling method is FFS.

[image: ]
Figure 6.X.2-2 Solution #X.1: Delay correction based on the fixed residence time within 5GS transparent clock

[image: ]
Figure 6.X.2-3 Solution #X.2A Delay correction based on the measurement of variable residence time within 5GS transparent clock with the signalling of ingress time t0

[image: ]
Figure 6.X.2-3 Solution #X.2B Delay correction based on the measurement of variable residence time within 5GS transparent clock with the signalling of targeted egress time t1
[bookmark: _GoBack]***** BEGIN 3rd   CHANGE *****
[bookmark: _Toc528790917]7	Overall Evaluation
Editor's note:	This clause will provide evaluation of different solutions.
7.x	Evaluation for key issue 3.2 “TSN Time Synchronization”
The summarized comparison of the time synchronization solutions are given in Table 7.x-1. It shows that most of the solutions are based on the transparent clock approach which gives balanced complexity for supporting both single and multiple clock domain(s).  Besides, the precision of the transparent clock approach is only affected by internal sync error within 5GS. Particularly, the Solution #X relies on simple signalling of only one timestamp. Therefore, it is suggested to prioritize the transparent clock approach while continue to study on the signalling approach for achieving optimal handling of residence time.




Table 7.x-1 Comparison of the Solutions for Time Synchronization
	Time Sync Solutions in TS23.734
	Key Idea
	Complexity
	Precision

	
	
	Single Clock Domain
	Multiple Clock Domain
	

	6.11 Solution #11 Options for time synchronization using TSN (key issue 3.2) (Option 3) (Nokia)
	· Prefer boundary clock over transparent clock
· Avoid PTP message pass through 5GS
· Avoid the handling of residence time in PTP message
	Low
(No signaling needed)
	High
(Extra functionality of converting between 5GS clock to multiple external clocks & the signaling are needed)
	Suffer from
· external sync (up/downstream) error
·  internal sync error
· In the case of multiple clock domain, the error due to time/frequency offset measurement & conversion

	6.17 Solution #17: Deterministic Delay QoS Class for Time Synchronization Support of 3GPP Network (Samsung)
	· PTP message pass through 5GS with fixed delay, basically, a transparent clock approach
· Link Model: The QoS class gives deterministic and symmetric air delay and backhaul delay
· Bridge Model: The QoS class gives deterministic air delay and backhaul delay for Bridge Model.
· QoS factors: Target Delay, Loss Tolerance, Priority
	Middle
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. It rely on new QoS class and new procedure for achieving fixed delay.)
	Middle 
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. It rely on new QoS class and new procedure for achieving fixed delay.)
	Suffer from internal sync error only

	6.19 Solution #19: Time synchronization between UE and TSN (Huawei)
	· 5GS acts as a TSN bridge clock differentiating its independent internal clock to external clocks, basically, a transparent clock approach
· Rely on PTP 3-way handshake between UPF & UE for PDU layer and PDCP layer delay measurement
· How to maintain the symmetric delay demanded by PTP mechanism
	Middle
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. Two transport layer timestamps need to be signaled.)
	Middle 
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. Two transport layer timestamps need to be signaled.)
	Suffer from internal sync error only

	6.X #X Solution of Time Synchronization in Multiple TSN Clock Domains (this proposal)
	· 5GS as transparent clock differentiating its independent internal clock to external clocks
· Option A: relying on the 5G QoS model to achieve a fixed residence time between a pair of ports (similar to Solution #17)
· Option B: Certain mechanism of signaling ingress or egress timestamps for measuring the residence time of each PTP message
	Middle to Low
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. Only one timestamp (ingress or egress) needs to be signaled.)
	Middle to Low 
(Only handling the residence time makes 5GS a transparent clock being able to support any time domain. Only one timestamp (ingress or egress) needs to be signaled.)
	Suffer from internal sync error only



***** End of 3rd CHANGE *****
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